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= Product Manager for PMM (as well as for Percona Toolkit)

= At Percona for 6 years across multiple MySQL roles
 Principal Architect, Managing Consultant, Technical Account Manager
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What is PMM

= Free, Open Source database troubleshooting and performance optimization
platform for MySQL, MongoDB, and PostgreSQL

e We also support:
= ProxySQL
= Amazon RDS MySQL & Aurora MySQL
= Remote MySQL & PostgreSQL instances

= Runs in your secure environment (this is not a SaaS product!) and on your
equipment

= Secured with SSL between client and server
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Dashboards




MongoDB Overview

Command Operations

Connections Cursors

Connections
Document Operations Queued Operations
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MongoDB ReplSet

ReplSet State ReplSet Members

SECONDARY 3

Replication Operations
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Replication Lag

ReplSet Last Election

3.6 days

ReplSet Lag

1.0s

Oplog Recovery Window

Storage Engine

mmapvi

14 hour

== Now 10 End

== Oplog Range

Elections

1.408 day

1.408 day

avg

1.400 day

1.400 day




MongoDB Cluster Summary

Unsharded DBs Sharded DBs Sharded Collections Shards

0 0 0 1
Chunks Balancer Enabled Chunks Balanced

0 NO YES

Mongos Operations

Mongos Cursors

== Connections
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MongoDB WiredTiger

WiredTiger Cache Usage

1.06 GiB

WiredTiger Transactions

WiredTiger Max Cache Size Memory Cached

1.33 GiB 1.78 GiB

40 MB/
30 MB/s =

20 MB/s

begins
rolledback
committed

checkpoints

WiredTiger Block Activity

10 MB/s

WiredTiger Cache Activity

Memory Available

08/s

== Read into

= Written from

- read
- Written

== read_mapped

WiredTiger Sessions

== Cursors

- Sessions
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Using Grafana Alerting




Grafana Alerting

= Rules are added to graphs that react based on defined thresholds

= Alerts are sent to pre-defined Notification Channels
e You can have multiple channels defined

MYSQL ps57 Queries

10/31 00:00 10/31 12:00 11/1 00:00 11/112:00 11/2 00:00 11/212:00 11/3 00:00 11/3 12:00 11/4 00:00 11/412:00 11/500:00 11/512:00 11/6 00:00 11/6 12:00

== {instance="ps57" job="mysql"}
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Grafana Alerting

Graph General Metrics Axes Legend Display Alert Time range

Display Alert Config Alert Config

Graph General Metrics

Notifications Name MYSQL ps57 Queries alert Evaluate every 60s

Data Source  default «
State history

Conditions
Delete WHEN avg () Of query (A, 5m, now)

s irate(mysql global status queries{instance="ps57"}[5m])
+

Legend format i ) Min step

If no data or all values are null SET STATETO Alerting

If execution error or timeout SET STATE TO Keep Last State  ~

Test Rule
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Grafana Notification Channels

= Defines how you will learn about VI SRS oo Lo
Site Logins Peaking, check frontend runbook
neW alertS A-series
. 14.333333333333
= Over a dozen are available: 2 —
* Email

e Slack
* PagerDuty
e AlertManager
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What’s on the Roadmap

= PMM 2 — beta next week!

e Faster Query Analytics, support for large Enterprise environments
e Filters and labels support

e PostgreSQL Query Analytics
= Alerting using Prometheus AlertManager
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PMM 2 Query Analytics

agent_type: gan-mongodb-profiler-agent Reset Q
::gent‘type # Query ~ Load v « Count ~ & Query Time ~ 3+ )
gan-mongodb- 3595
profiler-agent TOTAL i l"‘;g gk i aufaldh 40 Bhd. LJd d, ;5_»-;.-‘5__{! 409 100.00% 5.00 QPS 216.00k 100.00 % 2 days, 1:05:09 —

gan-mysgl- 12942

perfschema- 1 COLLSTATS system.rollback.id ¢ 103 2524% 1.00 QPS 4320k 2000% 12:23:21 P
agent
2 At 103 2510% 1.00 QPS 4320k 20009% 12:19:07 .-
d_client_host 3
urknown 16537 = | 102 2493 % 100 QPS 4320k 2000% 12:14:.07 e
d database & BRI A 1o1als,maoac,s.. ;,;‘Ll i, b Lak| ‘;’:"'—/,_::LI. Lol S o _,.;;; o r:"' | 1.01 2474 % 1.00 QPS 43 20k 20.00 % 12:08:34 o’
unknown 13661 5 DBSTATS dbStats,mode,scale { ! 100 QPS 4320k  20.00%
local 2876
d_schema
unknown 13661

replset.minvalid 719
me 719
system.rollback.id 719
startup_log 719
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PMM 2 Query Analytics

Details Examples

Metric Rate/Second Per Query Stats

docs_returned

docs_scanned

query_time ! 12:14:07

response_length g 60221m
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Percona Live Austin — May 28-30, 2019

PERCONA AUSTIN, TEXAS
28-30 May 2019

Presenting:

Open Source Database Performance
Optimization and Monitoring with PMM

Presenting.

Monitoring MongoDB with PMM

Presenting:

Monitoring PostgreSQL with PMM
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